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**ABSTRACT**

Detecting objects from images and making decisions from those collected data is a major part of an intelligent machine. Nowadays many real-time machines like robots, autonomous vehicle works on the basis of detecting objects from visual scenarios. So, the technological advancement of computer vision is an utmost importance. The semantic segmentation of images is a part of computer vision to understand a visual scenario. Here we present a deep machine learning architecture for pixel by pixel semantic image segmentation that is motivated by SegNet and Fully Convolutional DenseNet for pixel by pixel semantic image segmentation for achieving a greater accuracy. We have a global accuracy of 91.00% in the current “CamVid” dataset we are working on.
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**1. INTRODUCTION**

In image segmentation the objects of an image are classified by their pixel information. In an image, certain pixels share some common characteristics. By identifying them we can label the pixels, so they can be detected from the image. We use image segmentation to find

objects in images like text (OCR), cars (automated vehicle), cancer, tumor (medical image). In recent days, deep learning algorithms got success in handwritten OCR, NLP [1] [2] [3]. It has also a huge active interest in pixel-wise semantic segmentation. Semantic segmentation is a machine learning process where a machine can learn from a visual scenario by adding class to every pixel that it contains. It is not like other instance segmentations. Instance segmentation can differentiate between objects of the same classes. In semantic segmentation, it can only detect and it doesn’t care about the instances. Our ArNet is based on the SegNet architecture which is an encoder - decoder architecture for better image segmentation [4]. Our model is also based on this architecture. One of the major drawbacks of SegNet is that it had too many layers. As we know by increasing the layers of an architecture, we can get higher accuracies but the cost will be more increased [5]. So, we build an architecture called ArNet with lower network layers with more accuracy.

**2. Related Work**

**2.1** **Fully Convolutional Network (FCN8)**

FCN8 is a deep machine learning algorithm for pixel by pixel semantic segmentation of image . The architecture is built with some convolution layers and max pooling layers. The purpose of these layers is to decompress the input image and reduce it to 0.03125x of its original size. It generates some classes from this decompressed image by using some random predictions. After that, an up-sampling and deconvolution layer work on that decompressed image and the imagereturns to its original dimension .

**2.2.** **SegNet**

It is an architecture built with a deep machine learning convolutional neural network for semantic segmentation of images and videos. It is generally built for roads, buildings, cars, pedestrians and for differentiated the context between roads and side-walks. SegNet extracts low-resolution pixel information from the input image and classifies them as per pixel. This extraction must generate some patterns which can be used in boundary localization [4].

Fully Convolutional DenseNet extended the FCN8 architecture to tackle the problems of image semantic segmentation by making it fully convolutional and by building dense blocks and add them with the extracted feature maps.

**4. METHODOLOGY**

The architecture can take RGB image as input. The input image of the dataset at first goes into a pre-processing step where we will process it for the encoder network. In the pre-processing, we will extract the binary level information of the image and the histogram information. By using the extracted information, the image will be reshaped at the size of 360x480. Then the dataset will be fed into the encoder network.

The encoder network is a combination of some sequence of layers. The layers sequence is identical to the VGG16 network. The first layer is the 2D convolution layer with the kernel size 3 and filter size 64. Before the convolution, the input must be padded with zero to match the filter size. After that, a batch normalization will be applied to the convoluted data. It is a normalization process for adjusting the data for scaling and activations [4]. It also speeds up the learning process. So, we used batch size 10. After adjusting the data for the activation process, we apply the Rectifier Linear Unit activation known as ReLU. In the neural network, an activation function is too much imported for transforming the sum of weights of the input to output and prepare it for feeding into further layers. The Rectifier Linear Unit activation function is a linear function that directly transfers the output if it gets a positive input otherwise it will output zero. Now a 2D MaxPooling will be applied to the data with pool size 2. The 2D MaxPooling is a discretization process. Its main goal is to down-sample the input based on its weight and reduce the input dimension. After this, we will again pad the data with zero and again a 2D convolution will be applied but now the size of the filter is increased to 128 and kernel size 3. After that, all the processes will be applied as described in figure 1. In the 2D convolution, the size of the filter will be increased to 256 and the last layer of convolution will be applied with the filter size of 512. Then the data will be fed into the decoder layer for further processing.

In the decoder layer first, the data will be padded with zero than a 2D convolution will be applied with the filter size of 512 and kernel size 3. After that, a regular batch normalization will be applied with batch size 10 to feed the data into the 2D UnPooling layer. In the UnPooling the down-sampled data will be again up-sampled. After all the processes applied to the data that are described in figure 1, we will get the output. The output size will be the same as the original input size that we get after the pre-processing of input.

After we get the output from both the encoder-decoder network now, we apply a SoftMax activation function. It is a normalized exponential function. It output a probability distribution variable that will list all possible classes that we can get from the neural network.

**5. DISCUSSION**

We trained our model ArNet with the “CamVid” dataset which is the collection of images with object class semantic labels and contains complete metadata. In ArNet we have a greater number of layers in comparisons to FCN8. In comparison to others, it contains a much lower number of layers. But in the comparisons of accuracy, we have an efficient accuracy with this label of lower layers as we know higher layers can dramatically increase the accuracy. FC-DenseNet103 is a perfect example. It has a combination of 103 layers, which is a very big number and these layers take a huge time to make conclusions but they have great efficiencies. The dataset we used contains 367 images that contain ground truth labels. The images are captured with CCTV-styles cameras from the perspective of driving an automobile. We are currently working on gathering more images for our dataset so that we can evaluate our architecture for more research and making it generate more accuracies.

**6. CONCLUSIONS**

Semantic segmentation of the image is one of the key processes of machine automation like robotics and autonomous vehicle. So, it is important to develop these basic processes more efficient to make our machines smarter. From FCN8 to Fully Convolutional DenseNet many things are changed for achieving state-of-the-art accuracies and make the process more efficient. In our architecture, we try to make this more efficient by decreasing some of these layers. We are still working on the layers and trying to make it more efficient if possible. In the future, we have a plan of working with the “Canny Edge Detector” algorithm. If we can interface the algorithm the efficiency of object detection and labeling will be easier as we know this algorithm can easily define the edges of any object from an image.
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